# CONTEXT ENGINEERING: AN INTELLECTUAL GENEALOGY OF THE VOID MANAGEMENT THESIS

## 1. APEX: THE GENEALOGICAL CLAIM

The discipline of Context Engineering, crystallizing in the mid-2020s as the successor to the ad-hoc practice of prompt engineering, represents a profound convergence of intellectual traditions spanning over two millennia. While contemporary discourse frames it as a technical optimization of Large Language Model (LLM) inference—the "delicate art and science of filling the context window," as defined by Andrej Karpathy 1—a rigorous genealogical analysis reveals it to be the re-emergence of fundamental questions regarding situated cognition, semiotic density, and systems theory. The central claim of this report is that **Context Engineering is the convergence of three distinct lineages: the Situated Cognition tradition (Suchman, Hutchins), the Thick Description tradition (Geertz, Bateson), and the pragmatic engineering of the Prompt (Karpathy, Lütke).**

This convergence culminates in the **Void Management Thesis**, a design synthesis that treats the context window not merely as a passive receptacle for text, but as a bounded, material resource—a "jar" that organizes the wilderness of information. The thesis asserts that intelligence is not an inherent property of the model's weights but an emergent property of the interaction between the model and its engineered context. The limitations of the medium—the finiteness of the window, the cost of the token, the decay of attention—are the very constraints that enable meaning to emerge.

This document traces the intellectual lineage of this thesis, moving from the present-day synthesis back through the convergence of the late 20th century, the origins in mid-century cybernetics, and finally to the prehistoric philosophical roots in Aristotelian ethics and phenomenology. It serves as a self-contained intellectual history for the context engineer, grounding technical practice in theoretical depth.

## 2. LEVEL 1: SYNTHESIS (Void Management as Culmination)

The Void Management Thesis is the contemporary design synthesis of fifty years of context research. It posits that the primary task of the AI engineer is no longer the training of the model (the creation of static weights) but the curation of the dynamic void—the active, inference-time environment in which intelligence is situated.

### The Materiality of Context

The foundational axiom of Void Management is that **context is material**. In the computational realm of the LLM, context has weight, cost, decay rate, and rigid engineering constraints. It is not an abstract "meaning" but a physical state of the system, measured in tokens and processed in GPU memory.

#### The Economics of the Token

As Andrej Karpathy articulated in 2025, the context window functions as the Random Access Memory (RAM) of the cognitive operating system, while the LLM serves as the Central Processing Unit (CPU).1 In this architecture, the token is the fundamental economic unit. Every token introduced into the "void" (the context window) incurs a cost in compute cycles (attention is quadratic in many architectures) and, crucially, in "attention budget."

Modern research indicates that as context grows, models tend to allocate attention to immediate information at the expense of parametric knowledge or complex reasoning.1 This phenomenon, often termed "context distraction" or "lost in the middle," underscores the materiality of the void. It is a finite resource where information competes for survival. The "pressure" on the context window is a quantifiable metric of the cognitive load placed on the system.

The code snippet referencing L0: Void Management and self.pressure = 0.0 2 provides a technical reification of this theoretical stance. Here, "pressure" is likely a calculated value derived from the ratio of used tokens to the total window size, or perhaps a measure of the semantic divergence within the context. "Void Management," in this technical implementation, is the algorithmic regulation of this pressure—ensuring that the density of information remains within the "habitable zone" for the model's reasoning capabilities.

#### The Mining Metaphor: Structural Integrity

The term "Void Management" is borrowed from the mining industry, where it refers to the management of underground spaces (stopes) created by the extraction of ore.3 In mining, a void is a structural risk; if not managed (e.g., by backfilling), it can lead to "stope failure" or collapse.

The metaphor is strikingly precise for Context Engineering. The "void" of the context window is created by the "extraction" of the user's intent. If this void is not carefully managed—if it is filled with "garbage" or left structurally unsound—the result is "cognitive collapse," manifested as hallucination. The "geotechnical assessment" required in mining 4 maps to the "eval pipelines" of context engineering.5 Just as a mine manager must assess the stability of the rock face, the context engineer must assess the semantic stability of the prompts and retrieved documents. A "failed stope" in a mine exposes personnel to risk; a "failed context" in an AI agent exposes the user to erroneous actions or security vulnerabilities (context poisoning).6

#### The Housing Metaphor: Process and Turnover

A second, equally relevant source for the "Void Management" term comes from social housing administration.7 In this domain, void management is the process of managing a property between tenancies—from the termination of one tenant to the re-letting to another. It involves cleaning, repairing, and ensuring the space is "habitable."

In the lifecycle of an AI agent, particularly a long-running one, "void management" refers to the "context clearing" or "state reset" that must occur between tasks. When an agent finishes a complex coding task (Tenant A) and moves to a creative writing task (Tenant B), the context window must be "cleaned." Residual tokens from the previous task (the "trash" left by the previous tenant) can contaminate the new inference, leading to "mode confusion" or privacy leaks. The "Void Management Policy" of a housing authority 9 finds its parallel in the "Context Retention Policy" of an AI system—defining what is kept (long-term memory), what is archived (to disk/vector DB), and what is deleted.

### Design Principle: The Jar and the Wilderness

The central design principle of the Void Management Thesis is the distinction between the **Wilderness** and the **Jar**.

* **The Wilderness:** This is the vast, unorganized ocean of information available to the system—the "Knowledge Context".1 It includes the entirety of the internet, the user's complete file history, and the millions of vectors in a database. It is "thick" in the sense of being voluminous, but "thin" in the sense of being unorganized. It is the "background" (Winograd) or the "field" (Garfinkel).
* **The Jar:** This is the context window itself. It is a bounded, rigid container. It has a hard limit (e.g., 128k tokens).

The act of engineering is the act of filling the jar from the wilderness. The "Void Management" thesis asserts that **unbounded context is unmanageable context**.10 If one attempts to pour the entire wilderness into the jar, the system overflows (out of memory) or becomes diluted (attention dispersion).

The "Jar" organizes the wilderness by imposing structure. This structure is often a "grid"—a schema, a template, or a set of few-shot examples.10 The "grid" allows for **fixed structure with variable instantiation**. The prompts (the structure of the jar) remain constant; the retrieved data (the contents) flow through it. This aligns with the "Offloading" strategy described by the Manus team 1, where the file system acts as unlimited external memory (the wilderness), achieving 100:1 compression ratios. Only the "summary" or "metadata" enters the jar. The key insight is **reversibility**: one can always retrieve the full content from the wilderness using the reference in the jar, but one cannot fit the wilderness in the jar.

### Historical Position

The Void Management Thesis sits at the apex of the pyramid because it synthesizes the insights of the past into a pragmatic discipline for the future. It is where **Situated Cognition** (the understanding that intelligence is local) meets **Prompt Engineering** (the technical capability to manipulate the locus of intelligence). It validates **Thick Description** by proving that "meaning" requires a dense, curated context, and it operationalizes **Systems Thinking** by treating the context window as a feedback-controlled system.

## 3. LEVEL 2: CONVERGENCE (1990s-2020s)

The transition from the 20th to the 21st century marked a convergence of three distinct streams of thought: the computational pragmatism of modern AI, the interaction design philosophy of the 1980s, and the critique of rationalism in computer science. This convergence laid the immediate groundwork for Context Engineering.

### Karpathy’s Prompt Engineering (2023-2025)

The most visible vector of this convergence is the rapid evolution of "prompt engineering" into "context engineering." In the early 2020s, with the advent of GPT-3, the focus was on "prompting"—the art of asking the right question.1 By 2025, industry leaders like Andrej Karpathy and Tobi Lütke crystallized the shift.

The Shift: "Context engineering is the new prompt engineering".1

The Mechanism: Karpathy’s formulation of the LLM as an Operating System provided the necessary mechanistic metaphor.1

* **CPU:** The LLM (weights + inference engine).
* **RAM:** The Context Window (working memory).
* **Disk:** Vector Database / File System (long-term storage).

This metaphor legitimized the "void" as a programmable space. It moved the discipline from "whispering" to the model (a mystical art) to "memory management" (an engineering science). The "delicate art and science of filling the context window" 1 is fundamentally an optimization problem: maximizing the *signal-to-noise ratio* of the tokens in RAM.

**Evidence of Convergence:**

* **Tobi Lütke (June 19, 2025):** "Context engineering is the art of providing all the context for the task to be plausibly solvable by the LLM".13
* **Andrej Karpathy (June 25, 2025):** "Context engineering is the delicate art and science of filling the context window with just the right information for the next step".13
* **Harrison Chase (June 23, 2025):** "Context engineering is building dynamic systems to provide the right info".13

This synchronization of terminology among industry leaders indicates a "paradigm shift" (Kuhn) where the community collectively recognized that the "Prompt" was too narrow a unit of analysis. The "Context"—the entire system state—became the new atomic unit.

### Winograd & Flores: The Breakdown of Rationalism (1986)

Decades prior to Karpathy, Terry Winograd and Fernando Flores published *Understanding Computers and Cognition*.15 Their work, deeply influenced by Heideggerian phenomenology, launched a critique of the "rationalistic tradition" in AI—the idea that intelligence consists of manipulating symbolic representations of the world.

Computers as Tools for Conversation:

They argued that computers are fundamentally tools for conversation and action, situated within a social context.15 This prefigures the "Chat" interface of modern LLMs. The "conversation" is not just text exchange; it is the generation of commitments and actions.

Breakdown:

Winograd and Flores introduced the concept of "breakdown." Tools are "ready-to-hand" (invisible) when functioning smoothly, but become "present-at-hand" (visible objects of study) when they fail or "break down".17

* **Ready-to-hand:** When an LLM agent works perfectly, the user ignores the prompt and focuses on the result. The context is transparent.
* **Breakdown:** A "hallucination" is a breakdown. It is a moment where the seamless flow of context is ruptured, revealing the artificiality of the system.

Design Implications:

Their assertion that "design is ontological"—that designing tools designs new ways of being—prefigures the Void Management view that engineering context is engineering the being of the AI agent. The context engineer does not just supply data; they structure the "blindness" and "sight" of the model, determining what is obvious and what is invisible.17 By filtering the wilderness, the engineer decides what constitutes the "world" for the agent.

### Norman’s Affordances and Constraints (1988)

Donald Norman’s *The Psychology of Everyday Things* (later *The Design of Everyday Things*) provided the third pillar of this convergence.18

Affordances:

Norman popularized the concept of "affordances"—the action possibilities perceived by an actor in an environment. In the physical world, a door plate affords pushing. In the digital void of an LLM, a structured JSON schema affords precise data extraction. A conversational, open-ended prompt affords creative rambling.

The context engineer designs the affordances of the window. If the engineer wants the model to use a tool, they must provide a tool definition (affordance) that is "visible" and "perceptible" to the model.20

Constraints:

Norman emphasized that constraints are as important as affordances. Constraints limit behavior to prevent error.

* **Physical Constraints:** The size of the context window (e.g., 128k tokens).
* **Semantic Constraints:** Instructions like "Answer only in JSON."
* **Cultural Constraints:** The "persona" or tone instructions.

The "Void Management" thesis adopts Norman’s view: the wilderness is full of false affordances (irrelevant data); the engineered context must *constrain* the model to the path of success. Meaning emerges from these constraints.

### Convergence Point

**All three traditions recognize that meaning emerges from constraints, not from unbounded possibility.**

* **Karpathy:** Bounded memory (RAM) forces prioritization of tokens.1
* **Winograd:** Bounded situation ("thrownness") forces localized action.15
* **Norman:** Bounded interface forces correct usage.18

The Void Management thesis is the practical application of this tripartite realization.

## 4. LEVEL 3: TRADITIONS (Three Lineages)

Beneath the immediate convergence of the modern era lie three deep intellectual traditions that provide the theoretical substance for Context Engineering: Situated Cognition, Thick Description, and Systems Thinking.

### Tradition 1: Situated Cognition

The Situated Cognition tradition, emerging in the 1980s and 1990s, fundamentally challenged the computational theory of mind. It argued that thinking is not a process that happens "inside the head" (or the CPU) but is inextricably linked to the physical and social context.

#### Suchman: Plans and Situated Actions (1987)

Lucy Suchman’s seminal work 21 dismantled the idea that human action is driven by abstract "plans" executed by a cognitive processor. Through her ethnographic study of Xerox photocopier usage, she demonstrated that plans are not controlling programs but distinct **resources** used by actors to account for their actions *after* or *during* the fact. Action is "situated"—it is an improvisation based on the immediate material circumstances.

Implication for Context Engineering:

This is a radical insight for AI. It implies that the "System Prompt" (the plan) is not a rigid controller of the LLM. Instead, the "situated action" of the model depends on the immediate tokens present in the window (the situation). The model does not "follow" the plan in a deterministic sense; it uses the plan as a resource to navigate the current context.

* **Context Drift:** This explains why context drift occurs. As the "situation" (the conversation history) grows and changes, it exerts more gravitational pull on the model's actions than the abstract plan (system prompt).1 The immediate situation *is* the controller.
* **Link to Void:** The bounded space of the window *is* the plan. The engineer must ensure that the "situation" (the tokens in the window) always aligns with the desired "plan."

#### Lave: Cognition in Practice (1988)

Jean Lave’s research on arithmetic in everyday life (e.g., grocery shopping) showed that people do not use abstract school-taught math algorithms in the wild.24 Instead, they use the environment (the context) to perform the calculation—for example, physically comparing package sizes rather than calculating price-per-ounce mentally.

Implication for Context Engineering:

This validates the "Offloading" strategy.1 Just as Lave’s shoppers offloaded cognitive effort into the physical arrangement of groceries, context engineers offload token-heavy tasks to external tools (calculators, code interpreters), bringing only the result into the cognitive focus of the model.

* **Cognition is Distributed:** Thinking happens between the weights and the window. The "intelligence" of the system is not just in the model; it is in the *interaction* between the model and the engineered context.

#### Hutchins: Cognition in the Wild (1995)

Edwin Hutchins extended this to "distributed cognition".26 His study of ship navigation teams revealed that the "intelligence" of the ship was not in the captain’s head but distributed across charts, alidades, and the communication protocols of the crew.

Implication for Context Engineering:

The "agent" is a distributed cognitive system.

* **Cognitive Artifacts:** The charts and rulers of the ship map to the **"few-shot examples"** and **"structured templates"** in the context window.10 These are artifacts that guide reasoning.
* **Propagation of State:** Hutchins described how a navigational state propagates through different representations (from landmark to bearing to line on a chart). Similarly, a context engineer designs the propagation of state from "User Query" to "Search Term" to "Retrieved Document" to "Final Answer".28

### Tradition 2: Thick Description

If Situated Cognition tells us *where* thinking happens, Thick Description tells us *what* makes information meaningful.

#### Geertz: The Interpretation of Cultures (1973)

Clifford Geertz coined the term "thick description" to distinguish between the raw physical observation of an act (a "twitch") and its cultural meaning (a "wink").29 A thin description records the contraction of the eyelid; a thick description records the conspiracy, the satire, or the flirtation.

Implication for Context Engineering:

In the era of Prompt Engineering, "thin description" was the norm: short, direct instructions ("Write a poem"). Context Engineering demands "thick description."

* **The Grid Preserves Thickness:** To get a high-quality output from an LLM, the engineer must provide the "cultural" context: the persona, the tone, the constraints, the history, and the intent.5 The "grid" of the context window must be populated with enough "thickness" (examples, behavioral guidelines, nuances) to allow the model to distinguish a twitch from a wink.
* **Addressability:** The challenge is to make this thickness *addressable* by the model. Unstructured thickness is noise. Structured thickness (Thick Description via JSON/XML) is signal.

#### Bateson: Steps to an Ecology of Mind (1972)

Gregory Bateson defined information as "**a difference that makes a difference**".32 In a system of infinite data (the wilderness), most differences make no difference—they are noise.

Implication for Context Engineering:

This is the fundamental heuristic for "pruning" the context.34 When filling the "jar," every piece of information must be scrutinized: does this token constitute a "difference that makes a difference" to the model's output? If not, it is noise that degrades the system's performance (increasing pressure without increasing signal).

* **Schismogenesis:** Bateson’s concept of "schismogenesis" (feedback loops that lead to breakdown) warns of the dangers of self-reinforcing errors in LLM dialogue loops. A small hallucination, if fed back into the context, can amplify into a complete divergence from reality.33

### Tradition 3: Systems Thinking

The third lineage provides the mechanisms for control and stability.

#### Meadows: Thinking in Systems (2008)

Donella Meadows taught that systems are defined by their **boundaries** and their **feedback loops**.35 A system without feedback cannot self-correct.

**Implication for Context Engineering:**

* **Leverage Points:** Meadows’ concept of "leverage points"—places in a system where a small change produces a large effect—is the holy grail of context optimization. A single instruction in the System Prompt (a high-leverage point) can alter the behavior of the entire agent more effectively than thousands of tokens of few-shot examples (a lower leverage point).36
* **The Bound is the System:** "81 cells is the bounded system" refers to the concept that a system is defined by what is *inside* the boundary. In Void Management, the 128k token window (or similar limit) defines the universe of the agent. What is outside does not exist for the agent.

#### Ashby: Introduction to Cybernetics (1956)

Ross Ashby’s **Law of Requisite Variety** states that "only variety can destroy variety".37 To control a system, the controller must have as many states as the system being controlled.

Implication for Context Engineering:

This explains the failure of simple prompts for complex tasks. A complex real-world task (high variety) cannot be controlled by a simple, low-variety prompt. The context window must contain "requisite variety"—enough tools, knowledge, and contingency plans—to match the complexity of the user's request.

* **Control through Constraint:** The Void Management thesis is essentially the management of Requisite Variety within the constraints of the context window.

## 5. LEVEL 4: ORIGINS (1970s-1980s)

The traditions of the 1990s did not emerge in a vacuum; they were built upon the foundational work of the 1970s and 80s in cybernetics, ethnomethodology, and activity theory.

### Cybernetics (Wiener, Ashby)

Cybernetics, the study of control and communication in the animal and the machine, is the grandfather of Context Engineering. Norbert Wiener and Ross Ashby established the principles of feedback and control that underpin modern "agentic" AI.37

Control through Constraint:

The central cybernetic insight is that control is achieved through constraint. A thermostat controls temperature not by "understanding" heat, but by constraining the system within boundaries. Similarly, context engineering does not teach the LLM to "understand" in a human sense; it controls the model's probabilistic generation by imposing constraints (context) that narrow the search space of the next token. The "Void" is the state space; the context engineer erects the cybernetic boundaries that keep the trajectory of the system within the desired region (the "attractor").

### Ethnomethodology (Garfinkel)

Harold Garfinkel’s *Studies in Ethnomethodology* (1967) introduced the concept of **"indexicality"**—the idea that the meaning of any word or action is indexed to its specific, local context.39 There is no context-free meaning.

Meaning is Locally Produced:

For LLMs, this is a literal truth. The meaning of a token is mathematically derived from its attention to every other token in the sequence.

* **Accountability:** Garfinkel’s work on "accountability"—how members of a society make their actions visibly rational and reportable—is crucial for AI transparency. A well-engineered context forces the agent to produce a "Chain of Thought" (an account) that makes its reasoning visible and indexical. The "grid" of the Void Management system preserves the indexical links between the user's intent and the model's action.

### Activity Theory (Vygotsky, Leontiev)

Activity Theory, rooted in Soviet psychology, offers the most robust model for tool use. Lev Vygotsky 41 and A.N. Leontiev 42 argued that human cognition is mediated by tools (both physical tools and psychological tools like language).

Zone of Proximal Development (ZPD):

Vygotsky proposed the ZPD as the distance between what a learner can do alone and what they can do with help.43

* **Context as Scaffolding:** Context Engineering effectively places the LLM in a ZPD. The "System Prompt" serves as the "more knowledgeable other," scaffolding the model's performance. The model, which might fail at a complex task in isolation, succeeds when supported by the scaffolding of a rich context.

Hierarchical Structure of Activity:

Leontiev distinguished between "activity" (motivated by a need), "action" (directed at a goal), and "operation" (automatic, unconscious execution).42

* **Mapping to Agents:** Context engineering organizes the LLM's work into these levels.
  + **Activity:** The user's high-level intent (e.g., "Write a novel").
  + **Action:** The specific tool calls (e.g., "Generate outline," "Research setting").
  + **Operation:** The token generations (the automatic output).
  + **Failure Mode:** The failure of "prompt engineering" was often a failure to distinguish between these levels—giving an operation-level instruction for an activity-level problem.

## 6. LEVEL 5: PREHISTORY (Before Computers)

The deepest roots of Context Engineering tap into the bedrock of Western philosophy. The problems of context, practical wisdom, and the relationship between the general rule and the specific case were articulated long before the invention of the microchip.

### Aristotle — Techne vs Phronesis

In the *Nicomachean Ethics*, Aristotle distinguishes between different intellectual virtues.45

* **Episteme:** Scientific knowledge, universal and invariable. (The "weights" of the model—parametric knowledge).
* **Techne:** Craft or art, the skill of making things, governed by rules. (The code and infrastructure of the AI).
* **Phronesis:** Practical wisdom. The ability to discern the right course of action in a *specific, changing situation* where the rules do not perfectly apply.

Context Engineering as Computational Phronesis:

Context Engineering is the attempt to imbue a machine of Episteme and Techne with a simulation of Phronesis. A "prompt" is often a request for a general rule (Episteme). But a complex agentic task requires Phronesis—navigating the "particulars" of the user's messy, contradictory context. The "Void Management" thesis is a design for Phronesis: it creates a space where the particulars (the contents of the jar) can weigh against the universals (the model's training).

### Rhetoric (Aristotle, Cicero)

The classical tradition of Rhetoric (Aristotle, Cicero) is the study of context-dependent communication.47

* **Kairos:** The opportune moment, the "right time" to speak. In Context Engineering, this is the "dynamic" injection of information—ensuring the model has the information *exactly when it is relevant*, not before (distraction) and not after (irrelevance).
* **Decorum:** The fitness of the speech to the occasion. A "System Prompt" that defines a persona is essentially an instruction in *Decorum*—telling the model what tone and style befit the current "occasion" (context).

### Phenomenology (Husserl, Heidegger)

Martin Heidegger’s *Being and Time* 49 provides the ultimate ontological grounding.

* **Thrownness (Geworfenheit):** Heidegger argued that *Dasein* ("Being-there") is always already "thrown" into a world. We are never outside of context.
* **The LLM as Cartesian Subject:** The LLM in its base state is a Cartesian subject—a brain in a vat, disconnected from the world.
* **Context Engineering as "Throwing":** Context Engineering is the process of "throwing" the LLM into a world. By filling the context window with a specific history, a specific user profile, and specific tools, the engineer gives the model a *Dasein*. The model becomes "Situated" (Suchman) because it is "Thrown" (Heidegger) into a "World" (Context). The "Void" is the space where the World is constructed.

### James C. Scott: Seeing Like a State

Finally, the work of James C. Scott in *Seeing Like a State* 51 provides a political-philosophical lens.

* **Techne vs. Metis:** Scott contrasts *Techne* (state-imposed, simplified, standardized knowledge) with *Metis* (local, practical, cunning intelligence). High Modernist states try to make the world legible by imposing *Techne* and erasing *Metis*—often leading to disaster (e.g., scientific forestry failing because it ignored the complex ecology).
* **LLMs as High Modernism:** LLMs are High Modernist engines of *Techne*. They are trained on the "average" of human knowledge, flattening local nuance.
* **Context Engineering as Metis:** Context Engineering is the re-injection of *Metis*. By filling the context with the specific, messy details of the user's local reality (the "thick description"), the engineer protects the user from the "blindness" of the state-like model. The Void Management thesis is a strategy for preserving *Metis* inside the machine of *Techne*.

## 7. ARGUMENT EXTRACTION

### For Intellectual History:

"Context engineering is the convergence of situated cognition, thick description, and prompt engineering. The void management thesis is where Suchman meets Karpathy."

### For Theoretical Claims:

"All three traditions recognize that meaning emerges from constraints. Plans, affordances, and prompts all work by bounding possibility, not expanding it."

### For Design Grounding:

"From cybernetics: control through constraint. From ethnomethodology: meaning locally produced. From activity theory: tools mediate cognition. The grid synthesizes all three."

## 8. INTAKE GRID FOR GENEALOGICAL SOURCES

The following grid organizes the primary sources referenced in this genealogy, mapping them to the levels of the Argument Pyramid.

| **Era** | **Look For** | **Maps To** | **Key Figures** | **Key Concepts** |
| --- | --- | --- | --- | --- |
| **2020s** | Prompt/Context Engineering | **CONVERGENCE** | Karpathy, Lütke, Chase | Token Economics, CPU/RAM Metaphor, Void Management |
| **1990s** | Situated Cognition, Distributed Cognition | **TRADITIONS** | Suchman, Hutchins, Lave | Plans as Resources, Distributed Cognition, Cognitive Artifacts |
| **1980s** | HCI, Design Theory | **CONVERGENCE** | Winograd, Flores, Norman | Breakdown, Ready-to-hand, Affordances, Constraints |
| **1970s** | Thick Description, Cybernetics, Systems | **TRADITIONS / ORIGINS** | Geertz, Bateson, Meadows | Thick Description, Ecology of Mind, Leverage Points |
| **1960s** | Ethnomethodology, Activity Theory | **ORIGINS** | Garfinkel, Vygotsky, Leontiev | Indexicality, Accountability, ZPD, Activity/Action/Operation |
| **Pre-Comp** | Philosophy, Rhetoric | **PREHISTORY** | Aristotle, Heidegger, Scott | Phronesis, Techne, Metis, Thrownness, Kairos |

### Table of Comparisons: Thin vs. Thick Context

| **Concept** | **Thin Description (Prompt Engineering)** | **Thick Description (Context Engineering)** | **Theoretical Basis** |
| --- | --- | --- | --- |
| **Goal** | Elicit a specific response. | Maintain a consistent world/state. | Winograd (Ontology) |
| **Input** | A single instruction ("Write a poem"). | A bounded system (Persona + History + Tools). | Ashby (Requisite Variety) |
| **Meaning** | Dictionary definition (Semantic). | Locally produced (Indexical). | Garfinkel (Indexicality) |
| **Error** | "Wrong answer." | "Hallucination" / "Breakdown." | Heidegger (Breakdown) |
| **Control** | Tweaking words ("Whispering"). | Managing constraints ("bounding the void"). | Norman (Constraints) |
| **Metaphor** | Asking a question. | Managing a mine / Managing a tenancy. | Void Management (Mining/Housing) |

*This genealogy is self-contained. The lineage traces a clear path from the ancient question of "how to act wisely in a specific situation" to the modern engineering challenge of "how to fill the context window for the next token."*
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